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Abstract—Software errors and hardware failures can cause data structures in running programs to violate key data structure

consistency properties. As a result of this violation, the program may produce unacceptable results or even fail. We present a new data

structure repair system. This system accepts a specification of data structure consistency properties stated in terms of an abstract set-

and relation-based model of the data structures in the running program. It then automatically generates a repair algorithm that, during

the execution of the program, detects and repairs any violations of these constraints. The goal is to enable the program to continue to

execute acceptably in the face of otherwise crippling data structure corruption errors. We have applied our system to repair

inconsistent data structures in five applications: CTAS (an air traffic control system), AbiWord (an open source word processing

program), Freeciv (an interactive multiplayer game), a parallel x86 emulator, and a simplified Linux file system. Our results indicate that

the generated repair algorithms can effectively repair inconsistent data structures in these applications to enable the applications to

continue to operate successfully in cases where the original application would have failed. Without repair, all of the applications fail.

Index Terms—Testing and debugging, language constructs and features.

Ç

1 INTRODUCTION

MAINTAINING data structure consistency is a fundamen-
tal prerequisite for the acceptable execution of most

software systems. Data structures that violate key consis-
tency constraints can lead the software down unexpected
execution paths, potentially causing the system to behave
unacceptably or even fail. Unfortunately, there are many
sources of inconsistent data structures—single event upsets
that flip the values of bits in memory [37], unexpected
interference from outside a given component of the
software system, and overt errors such as data races, early
exits from complex data structure updates, algorithmic
oversights, and simple coding mistakes. The problem can be
especially severe for data structures that persist across
program executions—a single inconsistency in this kind of
data structure can deny access to all of the information
stored in the data structure.

The standard approach to dealing with data structure
inconsistency is to work hard to prevent any inconsistencies
from occurring in the first place. Approaches such as
extensive testing, static analysis [21], [53], software model
checking [14], error correction codes [45], and software
isolation mechanisms [6] are all designed, in part, to
eliminate as many potential data structure corruption errors
as possible.

This paper presents a different and complementary
approach for dealing with the data structure inconsistency
problem. Instead of trying to eliminate all potential sources

of corruption, our approach accepts the inevitability of
some sources of data structure corruption. It therefore
focuses on repairing corrupted data structures to restore
acceptable system behavior. A developer using our ap-
proach first provides a specification of the data structure
consistency constraints that the software relies on for its
acceptable execution. Our compiler then processes this
specification to automatically generate the detection and
repair algorithms. The detection algorithm traverses the data
structures to locate any violations of the consistency
specification. The repair algorithm accepts as input an
arbitrary data structure that violates the specification. It
produces as output a repaired data structure that 1) is
guaranteed to satisfy its specification and 2) is heuristically
close to the original inconsistent data structure.

It is important to note that the goal of data structure
repair is not to produce the same data structure that a
(hypothetical) correct program would have produced. The
goal is instead to produce a repaired data structure that
enables the program to continue to execute acceptably. In
our experience using data structure repair on a range of
data structure corruption errors in our benchmark set of
software systems, the repaired data structure always
enabled the system to continue to execute acceptably. In
the absence of data structure repair, the data structure
corruption errors almost always caused the systems to fail.

Despite these results, there is no guarantee that the
program will, in fact, continue to execute acceptably after
the repair—the repair algorithm is guaranteed only to
produce a data structure that satisfies its consistency
specification, not a data structure that will always cause
the program to continue to execute successfully. Any
decision to use data structure repair should therefore take
into account a comparative analysis of the consequences of
simply halting the program as opposed to using data
structure repair to enable continued execution. In general,
these consequences will depend on the context into which
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the program is deployed. Halting eliminates the possibility
of any further error propagation or damage caused by
unacceptable program actions but also denies access to the
functionality of the program and may lose the data in the
damaged data structure. Data structure repair, on the other
hand, may salvage much of the data in the damaged data
structure and leave the functionality of the program
available. Continued execution may be especially valuable
for programs that control unstable physical phenomena
—the Ariane 5 crash, for example, was caused by the
guidance computer halting due to a failed integer conver-
sion in the computation of an unused value [34].

1.1 Model-Based Approach

Our technique adopts a model-based approach with two
views: a concrete view of the data structures as they are
represented in the memory and an abstract view that (like
object modeling formalisms such as UML [42] and Alloy
[31]) models the data structures as sets of objects and
relations between objects. A set of model definition rules
translates the concrete data structures to the sets and
relations in the abstract model. The key consistency
constraints are expressed using the sets and relations in
this model. The model definition rules encapsulate the data
structure representation complexity and the consistency
constraints encapsulate the complexity inherent in the
consistency property.

Our approach provides several key benefits: 1) it
provides a mechanism for separating objects that play
different conceptual roles in a computation into different
sets, allowing the developer to easily specify different
constraints that apply to each of these different sets, 2) the
model definition rules provide a clean, simple mechanism
to specify data structure traversals, and 3) it provides a
means to manage the complexity of data structure con-
sistency properties.

1.2 Repair Algorithm

Each model definition rule consists of a quantifier, a guard,
and an inclusion constraint that specifies an object (or a
tuple) to include in a set (or relation). These rules place
objects into sets based on criteria such as the values of the
fields in the object and the reachability of the object from
other objects. The key consistency constraints are expressed
using the sets and relations in the abstract model. Our
specification language supports constraints on the values of
variables and object fields, on the potential referencing
relationships between objects, and on the absence or
presence of certain objects in a set. It also supports Boolean
combinations of these constraints.

During the repair process, the repair algorithm may be
forced to choose between several alternatives—in general,
there may be several distinct sets of repair actions that cause
a given violated constraint to become satisfied, several
distinct sets of data structure updates that implement a
given model repair action, and several different ways to
eliminate any undesirable side effects of the data structure
updates. A naive repair strategy may fail to terminate—it
may enter a loop in which it repeatedly repairs a violated
constraint, only to have the constraint repeatedly invali-
dated as a side effect of a subsequent action taken to repair

another constraint violated as a side effect of the first repair
action.

Our compiler uses a repair dependence graph to reason
about the termination of the generated repair algorithm. The
nodes in this graph represent constraints, repair actions, and
changes to the sets and relations in the abstract model. The
edges capture dependences between the constraints, repair
actions, and the abstract model. The absence of certain kinds
of cycles in the graph ensures that all repairs will terminate.
In addition to analyzing the graph to determine termination,
our compiler uses reasoning and search to remove (subject
to certain structural requirements that the graph must
satisfy) certain nodes, which correspond to possible ways
that a constraint could be satisfied, to eliminate undesirable
cycles. These removals further constrain the actions of the
generated repair algorithm and ensure that the repair
algorithm will never choose a repair strategy that leads to
an infinite repair loop. The absence of infinite repair loops
implies that the repair algorithm will successfully repair any
violation of the consistency constraints.

Fig. 1 presents a graphical overview of the repair
process. The square boxes in the figure correspond to
concrete data structures. The rounded boxes correspond to
abstract models. The arrows from the square boxes to the
rounded boxes map a concrete data structure to the
corresponding abstract model. When invoked, the gener-
ated repair algorithm constructs the abstract model and
examines it to find any inconsistencies. The arrow labeled
“Model Construction” in Fig. 1 shows this step. Whenever
the repair algorithm discovers an inconsistency, it selects an
appropriate model repair action to repair the inconsistency
in the model. The arrow labeled “Model Repair Action A”
in the figure shows the model repair action step.

The compiler uses goal-directed reasoning to statically
map model repair actions to data structure updates. To
implement a model repair that removes an object from a
given set, for example, the compiler analyzes the model
definition rules to find all the rules whose inclusion
constraint may cause the object to be inserted into the set.
The compiler then analyzes the guards and the quantifiers
of the rules to extract a set of data structure properties
whose satisfaction ensures that no rule specifies that the
object should be a member of that set. Finally, the compiler
generates code to apply (as necessary) a set of data structure
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updates that force all of these properties to hold. The effect

is to remove the object from the set.
After performing the model repair action, the repair

algorithm performs the corresponding data structure

update. The arrow labeled “Data Structure Update A” in

the figure shows this step. Note that there may also be

potentially undesirable side effects which cause additional

inconsistencies. To ensure that the model reflects these side
effects, the repair algorithm must rebuild the abstract

model. In Fig. 1, the curved arrow labeled “Model

Reconstruction” illustrates this model reconstruction. The

generated repair algorithm repeats this process to repair all

of the inconsistencies.

1.3 Expectations and Scope

The dependable computing community has developed a

taxonomy of basic concepts in dependable and secure
systems [9], and it is possible to analyze our approach in the

context of this taxonomy. Data structure repair becomes

relevant when a fault (such as an incorrect piece of code) is

activated (by executing the incorrect code), leaving the data

structures in an inconsistent state. This inconsistent state is
an error which, unless corrected, may cause the program to

observably deviate from its correct behavior. This deviation

from correct behavior is called a failure.
In general, the inconsistent state may be any state that

violates the system’s specification. We distinguish two

kinds of inconsistent states: 1) those that violate the data
structure invariants and 2) those that satisfy the data

structure invariants but are inconsistent with the input that

the system has processed. Data structure repair, as im-

plemented in our current system, is relevant only for

inconsistent states that violate the data structure invariants.
It is possible to increase the scope of our approach to record

information about the input and include that information in

the detection and repair of inconsistent data structures.
The goal of data structure repair is to ameliorate the

effect of the errors by updating the data structures to

eliminate any inconsistencies that the corresponding faults

introduced. There are several possibilities:

. Correction. In some cases, the repair may leave the
data structures in the same correct state as a
(hypothetical) correct program would have left them
when presented with the same input. In these cases,
the repair makes it possible for the program to
continue correctly (until it encounters another fault).
This kind of correction is, in general, possible only
when the data structure contains enough redundant
information to successfully reconstruct any missing
or corrupted parts of the data structure.

. Restoration. In other cases, the repair may leave the
data structures in the same state as a (hypothetical)
correct program would have left them, but only
when presented with a different input. This may
occur if the fault destroyed data, leaving the repair
algorithm without enough information to correct the
error. In these cases, the repair makes it possible for
the program to continue to execute, with the
continued execution producing outputs that would

be correct for the different inputs but potentially not
correct for the actual input.

. Patching. In yet other cases, the repair may leave the
data structures in a state that satisfies the precondi-
tions of the various software components that will
access the data structures, but that no execution of
the (hypothetical) correct program would ever
produce. In these cases, the system will continue to
execute but may produce outputs that no correct
execution would ever produce. Note that this
phenomenon can occur only when the consistency
specification is incomplete in the sense that it is
missing some constraints that all correct states
satisfy. These constraints may be missing because
the developer did not state the constraints explicitly
or because the specification language was not
expressive enough to state the constraint.

. Updating. If the consistency specification lacks
certain crucial constraints, the repair may leave the
data structures in a state that fails to satisfy some of
the preconditions that must hold for components
that access the data structures to execute success-
fully. In these cases, the system may encounter a
fatal error. The constraints may be missing either
because the developer failed to state the constraint or
because the specification language was not expres-
sive enough to state the constraint.

. Overcorrection. It is also possible for the consistency
specification to contain constraints that some correct
states violate. In these cases, the repair algorithm
will update the data structures so that they satisfy
these constraints, potentially interfering with the
correct execution of the program.

As this discussion indicates, it is possible to view data
structure repair as a specific instance of software fault
tolerance in which the error detection phase consists of
examining the data structures for inconsistencies and the
recovery phase consists of updating the data structures to
eliminate the inconsistencies. It differs from many software
fault tolerance approaches in that the goal of the recovery
phase is not necessarily to completely eliminate the error.
Instead, one of the primary goals is to eliminate fatal errors
that would otherwise cause the system to simply terminate
and fail to deliver any service whatsoever.

There are obviously some situations in which users
would prefer fail-stop behavior in which the system simply
stops and awaits external intervention at the first sign of a
fault. The choice of whether to stop or to repair and
continue depends, in large part, on the context in which the
system is used. Aspects that may play an important role
include the feasibility and cost of providing external
intervention, the acceptability of partially or even comple-
tely incorrect outputs, and the severity of the consequences
of terminating the execution of the system. Consider, for
example, a real-time or safety-critical system that controls
unstable physical phenomena and whose termination
therefore results in a disaster. If timely external intervention
to recover from fatal errors is not feasible, the use of data
structure repair (and other techniques designed to keep
systems executing through otherwise fatal errors) may well
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be justified even in the absence of any expectation that it

will deliver correct execution. If, on the other hand, it is safe

for the system to terminate and either external intervention

is available or it is preferable to do without the service that

the system provides rather than risk the potential con-

sequences of incorrect execution, termination in the face of

data structure corruption may be more appropriate.

1.4 Consequences of Faults, Errors, and Failures

It is important to separate the concepts of correctness and

acceptability—in many situations a system with faults,

errors, and even failures may very well be acceptable to its

users. A system may be acceptable, for example, as long as

the time between failures is sufficiently long or the number

of failures in a given time frame is sufficiently small [22]. Or

users may accept a system with failures if the cost or

severity of the failures is small enough [52]. In practice,

given the difficulty of delivering failure-free systems, the

important distinctions and concerns often focus not on

ensuring correctness, but on trade-offs between the en-

gineering effort required to discover and eliminate faults

and the consequences of leaving faults in place. Most

software development organizations acknowledge this

reality by prioritizing known faults, in many cases choosing

to release a system with known low-priority or low-cost

failures rather than investing the engineering effort re-

quired to eliminate the corresponding faults. Data structure

repair may be useful in such efforts if it can convert high-

priority or high-cost failures (such as a system crash) into

low-priority or low-cost failures (such as continued execu-

tion with some anomalies). Of course, in some situations, it

may even eliminate the failure completely.
Finally, we note that in some domains (such as scientific

computing), it may be more productive to evaluate software

from the perspective of accuracy rather than correctness.

The key issue is not the presence or absence of faults, but

the accuracy of the result that the program produces.

Indeed, the program may (for reasons such as floating point

rounding errors) be inherently incapable of producing a

result that is completely accurate. In some situations, it is

possible to exploit the additional flexibility that an

accuracy-based perspective provides to trade off acceptable

accuracy losses in return for other benefits, such as

increased performance or fault tolerance [43].

1.5 Contributions

This paper makes the following contributions:

. Basic Repair Approach. It presents an approach that
uses an abstract model to express important data
structure consistency properties. Violations of these
properties are repaired by automatically translating
abstract model repairs back through the model
definition rules to automatically derive a set of
concrete data structure updates that implement the
repair.

. Repair Translation. It presents an algorithm that
uses goal-directed reasoning to derive a set of data
structure updates that implement the repair.

. Repair Dependence Graph. It introduces the repair
dependence graph, which captures dependences
between consistency constraints, repair actions, and
the abstract model. This graph supports formal
reasoning about the effect of repairs on both the
model and the data structures. It also presents a set
of conditions on the repair dependence graph. These
conditions forbid certain kinds of cycles that would
cause the repair algorithm to loop forever. It also
presents an algorithm that removes nodes in the
graph to eliminate problematic cycles. These re-
movals prevent the repair algorithm from choosing
repair strategies that may not terminate.

. Experience. It presents our experience using data
structure repair on several applications. Our experi-
ence indicates that data structure repair enables our
applications to successfully recover from data
structure corruption errors.

2 FILE SYSTEM EXAMPLE

We next present a simple file system example that

illustrates the operation of our repair algorithm. Fig. 2

presents a graphical representation of the file system in our

example. The file system consists of an array of disk blocks.

In order to quickly allocate new blocks, the file system

keeps a table of which blocks are in use. The file system

reserves a block, the bitmap block, for storing this table. The

file system reserves another block to store the inode table,

which keeps track of which blocks store the information for

a particular directory or a file. Finally, the first block in the

file system is reserved for the superblock, which is a special
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block that stores critical file system configuration informa-
tion. For example, it stores the size of the blocks in the file
system, which block contains the block bitmap, and which
block contains the inode table.

The particular file system shown in Fig. 2 has an
inconsistency. As indicated by the “X,” the bitmap block
location stored in the superblock has been corrupted and no
longer stores the correct location of the bitmap block. As a
result, future block allocations will fail.

2.1 Consistency Specification

The data structure consistency specification consists of two
parts: a part that specifies a translation from the concrete
data structures into an abstract model and a part that
specifies consistency constraints that this abstract model
must satisfy. The translation part of the specification
consists of the data structure declarations in Fig. 3 (these
declarations specify the physical layout of the data

structures that comprise the file system), and the model

definition, which consists of the set and relation definitions

in Fig. 4 (these definitions specify the sets and relations in

the model of the file system) and the model definition rules

in Fig. 5 (these rules specify how to construct the abstract

model from the data structures).

2.1.1 Structure Declaration

The first part of the translation specification says how the

data structures are physically laid out in memory. This part

of the specification uses a structure definition language that

is similar to C structure definitions with a few extensions.

One of these extensions allows the developer to specify

variable length arrays in which the length is stored in a data

structure. We now examine the data structure definitions in

Fig. 3 in more detail.
The file system consists of an array of Block objects. The

first line in the Disk structure definition declares that the

Disk object contains this array of blocks. The second line

declares a label s for the first block in the file system and

that this block has the type Superblock. Note also that the

size of the array of blocks is given by the expression

d.s.numberofblocks. The d variable in this expression
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refers to the Disk �d; declaration at the bottom of the figure.
This declaration says that the variable d points to a Disk

object and that this value is provided to the repair algorithm
from the underlying application.1 Note that, even though d

is declared as a pointer, our specification language uses the
notation d.s to access the member s. The s refers to the
label s in the Disk type declaration, and the numberof-

blocks refers to the numberofblocks field in the
SuperBlock type declaration.

The Block structure definition says that a block is
d.s.blocksize bytes long, indicating that the block
length is stored in the SuperBlock of the file system.
The reserved keyword indicates that the Block structure
doesn’t define how this space is used.

The SuperBlock stores the basic layout parameters for
the file system: It stores the number of blocks and inodes,
the size of the blocks, the inode that contains the root
directory, and the locations of the block bitmap and the
inode table. Note that the first line of the Superblock

declaration structure SuperBlock subtype of Block

says that the SuperBlock type structurally inherits from
the Block type. This indicates that the fields declared in the
SuperBlock declaration can refine the reserved space in
the Block declaration and that objects of the SuperBlock
type have the same size as objects of the Block type.

The BlockBitmap contains an array of bits: one bit for
each block in the file system. If the block is used, the
corresponding bit is set to true. Otherwise, if the block is
free, the corresponding bit is set to false. This array of bits
enables the file system to efficiently allocate unused blocks.

The DirectoryBlock contains an array of directory
entries. Each DirectoryEntry contains the name of a file
and a reference to the file’s inode.

The InodeTable contains the array of inodes in the file
system. Each Inode stores references to the blocks that
contain the file’s data and a reference count. This reference
count stores a count of how many directory entries
reference the inode.

2.1.2 Model Definition

The next part of the translation specification says how to
construct the sets and relations in the model from the
objects discussed in the previous section. This part of the
specification first declares the sets and relations in the
abstract model and then specifies how to construct the sets
and relations in the abstract model from the concrete data
structure. The model construction phase places objects in
the data structure into the appropriate sets and constructs
the relations.

Fig. 4 presents the set and relation declarations for our
abstract model of the file system example. The declaration
set AllBlocks of Block : UsedBlock | FreeBlock

says that the set AllBlocks contains data structures of
type Block and contains two subsets: UsedBlock and
FreeBlock. We have omitted the declarations of sets that
are already declared as a subset of another set and

contain no further subsets. In general, the set declarations
in Fig. 4 are of the form set S of T : S1j . . . jSn. Such a
declaration specifies that the set S in the model contains
objects of type T (these types are either base types such as
int or structures) and that the sets S1; . . . ; Sn are subsets
of the set S. If a set has no subsets, the declaration has the
form set S of T . The declaration relation InodeOf:

DirectoryEntry X UsedInode says that the relation
InodeOf relates objects in the set DirectoryEntry to
objects in the set UsedInode. In general, the relation
declarations in Fig. 4 are of the form relation R : S1 � S2.
Such a declaration says that the relation R relates the objects
in set S1 to the objects in set S2.

We have discussed how the sets and relations in the
abstract model are declared. We next discuss how the
developer specifies the translation between the concrete data
structures and the sets and relations in the abstract model.
Conceptually, the model definition rules in Fig. 5 specify how
to traverse the data structures to build the sets and relations
in the abstract model. The model definition rules are of the
form Quantifiers, Guard ¼> Inclusion Condition. Each
rule specifies quantifiers that identify the scope of the
variables in the body. The inclusion condition specifies an
object (or tuple) that must be in a specific set (or relation)
if the guard is true. The repair algorithm evaluates the
model definition rules on the concrete data structure to
generate the abstract model. Fig. 5 presents the model
definition rules for the file system example.

The first model definition rule places the first block in
the file system in the SuperBlock set. The next two
model definition rules place the d.s.blockbitmap and
d.s.inodetable elements of the block array into the
BlockBitmap and InodeTable sets, respectively. The
as keyword in these two model definition rules tells the
compiler to view the Block data structure as a
BlockBitmap or InodeTable data structure, both of
which structurally inherit from the Block structure
definition. These three model definition rules identify
key blocks in the file system and place them into sets.

The rootdirectoryinode field of the SuperBlock

stores the index of the root directory in the inode table. The
fourth model definition rule places this inode in the
RootDirectoryInode set. The fifth model definition rule
states that objects that are not in the UsedBlock set should
be placed in the FreeBlock set.

The bitmap array in the BlockBitmap object records
whether blocks in the file system are in use. The sixth model
definition rule uses this array to construct the BlockStatus
relation, which maps blocks to Boolean values that indicate
whether the blocks are in use.

The remaining model definition rules are, in order,
construct a set of directory entries; decode these entries to
construct a set of file inodes; construct the relation
InodeOf, which maps directory entries to the correspond-
ing inodes; construct the relation ReferenceCount, which
maps inodes to the corresponding reference counts; decode
the inodes to construct the set of blocks in files; and
construct the relation Contents, which maps inodes to the
blocks that store the contents.
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In general, we intend that developers will use the sets in
the abstract model to group together all the objects with the
same consistency properties. For example, the 11th model
definition rule places all of the blocks that store the contents
of files in the FileBlock set. We intend that developers
will use relations to map these objects to primitive values
(or other objects) with which these objects are conceptually
associated.

2.1.3 Consistency Constraints

Consistency constraints specify the data structure consis-
tency properties that should hold for the abstract model.
Consistency constraints are specified using the consistency
constraint language. The specification language allows the
developer to use the logical connectives (and, or, not) to
assemble the body of a constraint out of atomic proposi-
tions. These atomic propositions express basic properties on
the sets and relations. Our consistency constraint language
includes universal quantifiers that can quantify over the
objects in the sets or the tuples in the relations. The
consistency constraints in Fig. 6 identify the consistency
properties that the file system model must satisfy.

The first pair of constraints uses the size predicate to
specify that the BlockBitmap and InodeTable sets must
contain exactly one object. Because the model definition
rules place specific disk structures into these sets, the
consistency constraints function to ensure that these disk
structures exist.

The next constraints specify properties that all objects in
a given set must satisfy. The third constraint ensures that
the BlockStatus relation maps blocks in the UsedBlock
set to the Boolean value true, and the fourth consistency
constraint ensures that the BlockStatus relation maps
blocks in the FreeBlock set to the Boolean value false.
The combined effect of these two constraints is to ensure
that the BlockStatus relation correctly records whether
blocks are in use or free. Note that these constraints use the
BlockStatus relation as a function. Our system allows
such uses, provided either that the compiler can determine
that such a relation is a function by construction or a second
constraint ensures that the relation is a function.

The fifth consistency constraint specifies that the reference
count for each used inode must reflect the number of
directory entries that refer to that inode.2 The final consis-
tency constraint ensures that each file or directory block is
referenced by at most one directory entry. Formally, this
constraint ensures that the inverse of the Contents relation
evaluated on a member of the FileDirectoryBlock set

contains exactly one object. In general, each consistency
constraint is a first-order logical formula consisting of a
sequence of quantifiers followed by a quantifier-free Boolean
formula of atomic propositions.

2.2 Repair Algorithm

The generated repair algorithm finds violations of the
consistency constraints in the model, synthesizes model
repairs that eliminate the consistency violations, and then
translates model repairs into concrete data structure
updates. Because there may be many constraint violations,
our repair algorithm then repeats the model construction,
the consistency violation detection phase, the model repair
phase, and the data structure update phase until all
constraints hold.

We illustrate the operation of the repair algorithm by
discussing the steps it takes to repair a file system whose
Superblock has an out-of-bounds bitmap block index. At
the end of the model construction process, the repair
algorithm constructs the abstract model shown in Fig. 7.

Notice that the BlockBitmap set in Fig. 7 is empty. This

occurs because the bitmap block index d.s.blockbitmap

is out-of-bounds, and therefore the second model definition

rule does not insert any blocks into the BlockBitmap set.

Since the BlockBitmap set is empty, the model violates the

first consistency constraint from Fig. 6. To repair this

violation, the repair algorithm performs a model repair that

adds a block from the FreeBlock set (the developer

specifies this set as the source of new Blocks to insert into

other sets as described in Section 4) to the BlockBitmap set.

At this point, the repair algorithm must translate this

model repair into an update on the concrete data structure. It

uses goal-directed reasoning to perform this translation as

follows. To generate an update that implements this

addition, the compiler finds the model definition rule that
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constructs the BlockBitmap set. The relevant model

definition rule from Fig. 5 is true ¼> d:b½d:s:blockbitmap�
as BlockBitmap in BlockBitmap. The compiler ana-

lyzes this model definition rule to determine that the

inclusion condition of this rule adds the block from the

array d.b at offset d.s.blockbitmap to the Block-

Bitmap set. As a result, the repair algorithm can make this

model definition rule add a block to the BlockBitmap set

by calculating the block’s index in d.b and setting

d.s.blockbitmap equal to this value. Notice that calcu-

lating the block’s index in d.b only works if the selected

block is a member of the array d.b. To ensure that the

selected block is a member of the array d.b, it suffices to

show that all members of the set from which the block was

selected, the FreeBlock set, are in this array. To check this

condition, the compiler analyzes the rule that constructs the

FreeBlock set to determine that all blocks in the Free-

Block set are from the array d.b, and therefore it can set

d.s.blockbitmap to the index j of the block d.b[j]. The

resulting file system is shown in Fig. 8a. An additional effect

of the data structure update is that the block becomes a

member of the set UsedBlock of used blocks and is

removed from the FreeBlock set.
After this update, the repair algorithm rebuilds the

abstract model. This rebuilt abstract model is given in Fig. 9.
Notice that, although the BlockStatus relation now maps
blocks to Boolean values, it does not correctly map blocks in
the FreeBlock set to the value 0 (representing false) nor
blocks in the UsedBlock set to the value 1 (representing
true). Therefore, when the repair algorithm checks the
consistency constraints, it discovers several violations of the
consistency constraints 3 and 4 in Fig. 6. These violations
occur because the bits in the new bitmap block do not
correctly reflect which blocks are free and which blocks are

in use. The repair algorithm repairs each of these violations

by repairing the incorrect tuples in the BlockStatus

relation to reflect the contents of the UsedBlock and

FreeBlock sets—if a block u is used, the repair algorithm

ensures that hu; truei (and no other tuple with u as its first

component) is in the BlockStatus relation, and if a block

u is free, the repair algorithm ensures that hu; falsei is in the

BlockStatus relation.
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As before, the compiler next finds the model definition

rule that constructs the BlockStatus relation. The

relevant model definition rule from Fig. 5 is

for j ¼ 0 to d:s:numberofblocks � 1;

for bbb in BlockBitmap;

true ¼> < d:b½j�; bbb:bitmap½j� > in BlockStatus:

Notice that this model definition rule contains the two

quantified variables j and bbb. To use this model definition

rule to modify the tuples in the BlockStatus relation, the

repair algorithm must determine the appropriate objects to

bind to these quantified variables. Since bbb quantifies over

the singleton set BlockBitmap, the compiler trivially

determines that the variable bbb must be bound to the only

object in the BlockBitmap set. However, it must still

determine what integer to bind to the quantified variable j.

It is possible to resolve the quantified variable bindings by

matching the expression in the inclusion condition to the

object (or tuple) to be added or removed to or from the set

(or relation). The generated repair code uses this strategy to

generate data structure updates for model repairs that add

objects (or tuples) to sets (or relations).

However, if the model repair removes an object (or

tuple) from a set or relation or if the model repair modifies a

preexisting tuple, the compiler can use a simpler strategy.

In these cases, it is not necessary to match the expressions in

the inclusion condition to the object (or tuple) to be

removed. Instead, the generated repair code can simply

rebuild the model to discover the quantifier bindings that

cause the model definition rule to add the object (or tuple)

to the set (or relation). It then uses these discovered

bindings to perform a data structure update that removes

the object (or tuple) or modifies the tuple. In effect, the

repair algorithm uses a lazy repair generation algorithm

that delays the application of the data structure update until

the next model reconstruction.

For example, to repair an incorrect tuple in the Block-

Status relation, the generated repair algorithm starts

rebuilding the model. Whenever model definition rule 6

in Fig. 5 attempts to add the incorrect tuple to the

BlockStatus relation, the repair algorithm stops the

model construction to repair this incorrect tuple. At this

point, the repair algorithm has the quantified variable

bindings that cause model definition rule 6 to add the

incorrect tuple and can use these variable bindings to

perform a data structure update that repairs the incorrect

tuple by setting the element (bbb.bitmap[j]) in the

concrete data structure to the value specified by the model

repair (0 for blocks in the FreeBlock set and 1 for blocks in

the UsedBlock set). Part B of Fig. 8 presents the repaired

file system after these updates have been performed.
Fig. 10 shows the rebuilt abstract model. The repair

algorithm checks the consistency constraints on this model

and finds that the repaired model satisfies all of the

consistency constraints. Therefore, the repair process is

complete and the repair algorithm exits.

In this case, the repair algorithm used the redundant

information in the file system to regenerate the bitmap

block without losing information. In general, the repair

algorithm will produce a consistent data structure that

satisfies the consistency constraints and is heuristically

close to the original inconsistent data structure. Of course,

the new consistent data structure may differ from the data

structure that a (hypothetical) correct application would

have produced, especially if the inconsistent data structure

contains less information.

2.3 Repair Dependence Graph

A basic issue in ensuring repair termination is that repairing

one constraint may cause the repair algorithm to violate

another constraint. If the repair of the newly violated

constraint, in turn, causes the originally repaired constraint

to become violated, there is an infinite repair loop. The

compiler uses a repair dependence graph to reason about

termination (see Section 5.3). The edges in this graph

capture any invalidation effects that the repair of one

constraint may have on other constraints; the absence of

cycles in this graph guarantees that all repairs will

terminate.
If this graph contains cycles, it may be possible to remove

these cycles by pruning nodes (and therefore the corre-

sponding repair actions) from the graph, provided that

other repair actions can be used to satisfy the corresponding

constraint. This pruning step potentially eliminates desir-

able repair actions in favor of less desirable repair actions

(that potentially delete objects). However, the developer

obtains a termination guarantee by pruning the repair

actions. We believe that this trade-off is worthwhile—

without a termination, guarantee the generated repair

algorithm may loop when it is deployed.
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3 OVERVIEW OF REPAIR ALGORITHM

At this point, we have presented a file system example that
illustrates the operation of the repair algorithm. We next
present the repair algorithm in more detail. Our compiler
generates repair algorithms that use the following basic
repair strategy:

1. Initial Model Construction. The repair algorithm
constructs an abstract model.

2. Inconsistency Detection. The repair algorithm eval-
uates the consistency constraints. If the repair
algorithm finds a violation, it proceeds to the next
step. Otherwise, the data structure is consistent and
the repair process exits.

3. Conjunction Selection. The repair algorithm selects
one of the conjunctions in the disjunctive normal
form of the violated constraint. It will ensure that the
constraint holds by repairing the atomic proposi-
tions in this conjunction. The conjunction choice can
be controlled by the developer or by a cost function
that assigns a cost to the repair of each atomic
proposition.

4. Model Repair. For each violated atomic proposition
in the conjunction, the repair algorithm performs an
abstract repair on the model. These model repairs
either add or remove objects (or tuples) from sets (or
relations) to satisfy the violated atomic propositions.

5. Data Structure Updates. The repair algorithm
must perform data structure updates to implement
the model repair. If the repair algorithm performs
a model repair that adds an object (or tuple) to a
set (or relation), it immediately performs the
corresponding data structure update. If an update
removes an object (or tuple) from a set (or relation)
or atomically modifies a relation, the repair
algorithm records that this data structure update
should be performed when the model is rebuilt.
Delaying these data structure updates enables the
specification compiler to generate data structure
updates without knowing the specific quantifier
bindings for the model definition rules. Step 6
performs any delayed data structure updates as it
rebuilds the model.

6. Model Update. The repair algorithm performs the
model construction described in Step 1. Whenever
an object (or tuple) is added to a set (or relation), the
repair algorithm checks if the object (or tuple) was in
the set (or relation) in the previous version of the
model from Step 4. If the object (or tuple) was not in
the set (or relation), the repair algorithm checks if a
specific data structure update has been recorded for
the given object (or tuple) and set (or relation). If one
has, the repair algorithm performs that data struc-
ture update as described in Step 5. Otherwise, it
checks if a compensation update exists for the rule
responsible for the addition of the new object (or
tuple). Compensation updates are used to make data
structure updates more precisely implement the
corresponding model repair and are describe in
more detail in Section 3.3.4. If one exists, the repair
algorithm performs the compensation update in the

same manner as Step 5. If the repair algorithm
performs any updates, it recomputes the model.
Once the repair algorithm completes this recompu-
tation, it deletes the old model and deletes the
updates recorded for objects or tuples. Then, it
proceeds to Step 2.

The remainder of this section discusses this algorithm in
more detail. Section 3.1 discusses Step 1, Section 3.2
discusses Step 2, and Section 3.3 discusses Steps 3 through 6.

3.1 Model Construction

The model definition rules specify a translation from the
concrete data structures to an abstract model. The model
construction phase constructs the abstract model by
evaluating the model definition rules applied to the
concrete data structure.

In our experience, model definition rules sometimes
contain expressions that do not depend on the quantified
variables. A naive implementation would reevaluate these
expressions for each quantifier binding. Our specification
compiler implements the standard loop invariant hoisting
optimization. When the specification compiler determines
that an expression does not depend on a quantified
variable, it lifts the evaluation of that expression outside
of the given quantifier evaluation. For example, this
algorithm would hoist the evaluation of map.xsize out-
side of the quantifiers in the model definition rule

for t in GRID; for x ¼ 0 to map:xsize;

for y ¼ 0 to map:ysize� 1;

true ¼> t:grid½xþ ðy � map:xsize� in TILE:

This optimization corresponds to loop-invariant code
motion.

We next discuss how we address the two significant
complications in this process: the presence of negation in
the model definition rules and the possibility that pointers
to data structures may be corrupted.

3.1.1 Negation and the Rule Dependence Graph

Sometimes it is useful to construct a set of objects that do
not satisfy some property. For example, a developer may
define an active set of objects that participate in a given data
structure and then use negation to specify a free set that
contains objects that are not in the active set. Negation
complicates model construction because it may introduce a
nonmonotonicity into the fixed point computation that
constructs the relational model.

To address this issue, we allow negation only when a
model definition rule’s negated inclusion constraint does
not depend directly on the set or relation constructed by
that model definition rule or indirectly on this set or
relation through the actions of other model definition
rules. For example, this restriction would prevent a
developer from writing the model definition rule for s

in S, !ðs in TÞ ¼> s in T. For a given model definition rule
with negated dependences on sets and/or relations, this
restriction allows the model construction algorithm to
completely construct those sets and/or relations before
performing the fixed-point computation that evaluates the
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given model definition rule. Because these sets and/or
relations are completely constructed, negation of inclusion
constraints that reference them does not affect the fixed
point computation.

We formalize this constraint using the concept of a rule
dependence graph. There is one node in this graph for each
rule in the set of model definition rules. There is a directed
edge between two rules if the inclusion constraint from the
first rule adds objects or tuples to a set or relation used in
the quantifiers or guard of the second rule. If the graph
contains a cycle involving a rule with a negated inclusion
constraint in the disjunctive normal form of its guard, the
set of model definition rules is not well-founded and we
reject it. Given a well-founded set of constraints, our model
construction algorithm performs one fixed point computa-
tion for each strongly connected component in the rule
dependence graph, with the computations executed in an
order compatible with the dependences between the
corresponding groups of rules.

3.1.2 Pointers

Depending on the declared type in the corresponding
structure declaration, an expression of the form E:f in a
model definition rule may be a primitive value (in which
case, E:f denotes the value), a nested struct contained
within E (in which case, E:f denotes a reference to the
nested struct), or a pointer (in which case, E:f denotes a
reference to the struct to which the pointer refers). It is, of
course, possible for the data structures to contain pointers
that reference unallocated memory or pointers that overlap
with other objects. We next describe how we extend the
model construction algorithm to deal with these invalid
pointers.

First, we instrument the memory management system to
produce a trace of operations that allocate and deallocate
memory (examples include malloc, free, mmap, and
munmap). We augment this trace with information about
the call stack and segments containing statically allocated
data, then construct a map that identifies valid and invalid
regions of the address space.

We next extend the model construction algorithm to
check that each struct accessed via a pointer is valid
before the model construction algorithm inserts the struct
into a set or a relation. All valid structs reside completely
in allocated memory. In addition, if two structs overlap,
one must be completely contained within the other and the
declarations of both structs must agree on the format of
the overlapping memory. This approach ensures that only
valid structs appear in the model. If two data structures
illegally overlap, the repair algorithm nullifies the reference
to one of the data structures. This guarantees that write
operations to one data structure will not corrupt the other
data structure and that the model construction algorithm is
deterministic.

We coded our model construction algorithm with
explicit pointer checks so that it can traverse arbitrarily
corrupted data structures without generating any illegal
accesses. It also uses a standard fixed point approach to
avoid becoming involved in an infinite data structure
traversal loop.

3.2 Consistency Checking

Once our tool has constructed an abstract model, it executes
the consistency checking algorithm on this model. For each

model constraint, the checking algorithm iterates through
the legal quantifier bindings. The checking algorithm then
evaluates the constraints. If the consistency checking
algorithm finds a constraint violation, the repair algorithm
performs repairs as described in Section 3.3.

3.3 Repairing a Single Constraint

The inconsistency detection algorithm iterates over all
values of the quantified variables in the consistency
constraints, evaluating the body of the constraint for each
possible combination of the values. If the body evaluates to

false, the algorithm has detected a violation and has
computed an explicit set of bindings for the quantified
variables that causes the constraint body to evaluate to false.
To generate a repair action for a constraint, the compiler
converts the constraint to disjunctive normal form (disjunc-

tions of conjunctions of atomic propositions) and then
generates code that performs steps 3 through 6 in the repair
algorithm description given in the beginning of Section 3.
The steps from repair algorithm that are used to repair a
single constraint violation are listed below:

1. Conjunction or Quantifier Selection. Satisfying all
of the atomic propositions in any of the constraint’s
conjunctions will ensure that the constraint is
satisfied. Alternatively, the repair algorithm may
remove an object (or tuple) from a set (or relation)
that the constraint is quantified over to eliminate the
quantifier binding that makes the constraint false.
The first step is therefore to either select a conjunc-
tion to satisfy or an object (or tuple) to remove from
a set (or relation) that the constraint quantifies over.

2. Model Repair. Each atomic proposition has a set of
model repair actions that, when performed, ensure
that the atomic proposition is satisfied. The next step
is therefore to perform these repair actions.

3. Data Structure Updates. The repair algorithm uses a
set of data structure updates to implement each
model repair action; the model definition rules
determine the specific set of updates.

4. Model Update and Compensation Updates. The
repair algorithm rebuilds the model as previously
described. While rebuilding the model, the repair
algorithm performs data structure updates that
remove objects (or tuples) from sets (or relations),
data structure updates that modify tuples, and any
compensation updates.

Data structure updates may have additional
effects beyond the desired model repair that cause

the model to change in undesirable ways, specifi-
cally by adding objects to sets or tuples to relations.
It is sometimes possible to generate updates that
prevent these additional effects by performing
additional compensation updates that falsify the
guards in the model definition rules that caused the

additions to take place. Such updates more precisely
implement the desired model repair.
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At this point, the algorithm has repaired a particular
violated constraint. However, some constraints may still be
violated and the data structure updates may have violated
additional constraints. The repair algorithm therefore
rebuilds the model and repairs any new or remaining
violated constraints. We next discuss model repair actions
in more detail.

3.3.1 Model Repair Actions

The model repair action taken to repair a violated atomic
proposition depends on the form of the proposition. The
generated repair algorithm performs the following model
repairs for the atomic propositions:

. Size Propositions. For size propositions, such as
sizeðBlockBitmapÞ ¼ 1, the generated repair algo-
rithm simply adds or removes the minimal number
of objects (or tuples) to or from the appropriate set
(or relation) necessary to satisfy the proposition.

. Inequalities. For inequality propositions, such as
i:ReferenceCount ¼ sizeðInodeOf:iÞ, the generated
repair algorithm computes the right-hand side of the
inequality, adds or subtracts 1 if the comparison is a
greater than or less than comparison, and then assigns
this value to the left-hand side of the inequality. For
the not equals inequality, the specification compiler
currently generates code that adds one to the right-
hand side and assigns this value to the left-hand
side. Note that the compiler rewrites the compar-
ison operation of a negated inequality to remove
the negation.

In general, inequalities can be solved by modify-
ing the relations that appear on the right-hand side.
Our specification compiler does not currently gen-
erate such repair actions. However, the user can
always rewrite the constraint so that these relations
appear on the left-hand side instead.

. Inclusion Propositions. To make an inclusion
proposition true, the generated repair algorithm
adds the specified object (or tuple) to the specified
set (or relation). To make an inclusion proposition
false, the generated repair algorithm removes the
specified object (or tuple) from the specified set (or
relation).

We next discuss how the compiler uses goal-directed
reasoning to translate model repairs into actions that
correctly update the concrete data structures.

3.3.2 Updates that Add Objects or Tuples

Given a model repair that adds an object (or tuple) to a set
(or relation), the compiler finds all model definition rules
that contain an inclusion constraint that may cause the
object (or tuple) to be added to the set (or relation). The goal
is to synthesize a set of data structure updates that cause the
guard of one of these rules to be satisfied, which in turn
ensures that the object (or tuple) is in the set (or relation).

We normalize the guards to disjunctive normal form. For
each combination of model definition rule that may cause
an object (or tuple) to be added to a set (or relation) and
conjunction in the DNF form the rule’s guard, the compiler
matches the inclusion condition in the model definition rule

to the object (or tuple) to be added, then generates code that
performs updates to the data structure to ensure that all of
the propositions in the conjunction are true and that the
model definition rule’s inclusion condition is equal to the
object (or tuple) to be added. The specific update depends
on the form of the proposition; e.g., for inequality
propositions such as v:f < E, the update computes E,
subtracts 1 from E to generate a value that satisfies the
proposition, then assigns this value to v:f.

To generate code that performs an update that adds a
new object (or tuple) to a set (or relation) using a model
definition rule, the compiler needs to know what objects the
quantified variables should be bound to. The compiler
resolves these bindings using one of two different strategies:

. If a set (or relation) that the model definition rules
quantifies over contains at most one object (or tuple),
then the corresponding variable binding is trivially
equal to the only object (or tuple) in that set (or
relation).3

. The compiler can match expressions in the inclusion
condition of the model definition rule to the object
(or the appropriate half of the tuple) to be added.
This generates equations that may specify a quanti-
fied variable in terms of the object (or tuple) to be
added.4 For example, consider the task of using the
model definition rule for n in N, n:x > 0 ¼> <
n; n:x > in R to generate a data structure update that
adds the tuple ho; 3i to R. The compiler would match
the expressions in the inclusion condition of this rule
to the members of the tuple to be added to generate
the equations n ¼ o and n:x ¼ 3. Note that the first
equation provides the binding for the variable n in
terms of the tuple to be added.

Finally, it is possible for one operation in an update to
change state that is referenced by another operation in the
update. In principle, this interference could cause an update
to invalidate the change performed by another update. The
specification compiler handles this issue by constructing a
dependence graph between the various operations, then
topologically sorting this graph. If the graph contains cyclic
dependences, the specification compiler rejects the update.
Otherwise, the compiler generates code that performs the
operations in the update in the topological sort order. This
order ensures that the updated state correctly contains the
effects of all of the operations.

3.3.3 Updates that Remove Objects or Tuples

The compiler uses a similar strategy to implement repairs
that remove an object (or tuple) from a set (or relation),
with one major simplification: It is not necessary to match
the expressions in the inclusion condition to the object (or
tuple) to be removed or the tuple to be modified. Instead,
the generated repair code can simply rebuild the model
to discover the quantifier bindings that cause the model
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definition rule to add the object (or tuple) to the set (or
relation). It then uses these discovered bindings to
perform a data structure update that removes the object
(or tuple) or modifies the tuple. In effect, the repair
algorithm uses a lazy repair generation algorithm that
delays the application of the data structure update until
the next model reconstruction.

To generate a data structure update that removes an
object (or tuple), the specification compiler chooses a set of
propositions that includes at least one proposition from
each conjunction of each rule that could cause the object (or
tuple) to appear in the set (or relation). It then generates
actions that falsify the propositions in this set. Finally, the
compiler checks that there is no dependence cycle between
propositions that use and define the same field or variable.
The compiler generates a data structure update that satisfies
the corresponding set of propositions in a dependence-
preserving order.

3.3.4 Compensation Updates

Consider a set of concrete data structure updates whose
intended effect is to add an object to a set in the abstract
model. These updates satisfy the guard of the model
definition rule that adds the object to the set. But these
updates may also have unintended side effects. For
example, they may affect the guards of other model
definition rules, which may in turn cause other undesirable
changes to the model. It is sometimes possible to generate
more precise updates that prevent these changes by
performing additional compensation updates that falsify
the guards in the model definition rules that caused the
additions to take place.

Therefore, we augment our translation algorithm to
analyze the model definition rules to, when possible,
automatically generate additional compensation updates
to eliminate the additional effects. When a model definition
rule may be affected by a data structure update, our
algorithm examines that rule to derive additional updates
that restore its original value. The net effect is to improve
the precision of the translation by synthesizing larger, more
precise data structure updates for each model repair.

4 DEVELOPER CONTROL OF REPAIRS

The repair algorithm often has multiple options for how to
satisfy a given constraint; these options may translate into
different repaired data structures. We recognize that some
repair actions may produce more desirable data structures
than other repair actions, and that the developer may wish
to influence the repair process. We have therefore provided
the developer with several mechanisms that he or she can
use to control how the repair algorithm chooses to repair an
inconsistent data structure.

4.1 Controlling the Repair Actions

The developer can specify that the repair algorithm should
not modify certain fields, sets, or relations. The repair
algorithm can then provide feedback that characterizes the
inconsistencies that can be repaired without modifying
these elements. The developer can provide hand-coded
routines to repair certain consistency violations.

4.2 New Objects

A repair action may need a source of new objects to add
to sets to bring them up to the specified size. As
illustrated in Section 2, other sets (as specified in the
set and relation definition) are one potential source. For
primitive types, such as integers, the action can simply
synthesize new values. For structs, memory allocation
primitives are a potential source of new objects. The
developer can specify the source of the object; a typical
source is a memory allocator or another set of objects. We
similarly allow the developer to control the source of
tuples added to relations. In the absence of such
guidance, the compiler uses heuristics to choose a source.

4.3 Invoking Check and Repair

Our system supports several mechanisms for invoking the
consistency check and repair algorithm. One issue is that
many correct data structure updates temporarily violate the
consistency properties, then restore the properties as they
complete. We must ensure that the check and repair does
not interfere with such correct updates.

Our first mechanism is simply to enable the programmer
to identify points in the program where he or she expects
the data structures to be consistent. At each such point, the
repair algorithm executes to find and repair any incon-
sistencies. An alternate mechanism augments the program
to catch signals from faults such as divide by zero and
segmentation fault violations. Because such faults are often
caused by inconsistent data structures, the signal handler
invokes the check and repair algorithm, then resumes the
execution at the nearest consistent point. It is of course
possible to use both of these mechanisms in the same
program.

For persistent data structures, we generate a stand-alone
version that reads in the data structure from persistent
storage, repairs any consistency violations, then writes the
data structure back out. This version can execute indepen-
dently of other applications that access the data structure, or
it can be integrated with these applications to perform the
check and repair immediately after a data structure is
written out or immediately before it is read back in.

5 THE REPAIR DEPENDENCE GRAPH

We have presented our core repair algorithm. However, we
have not yet discussed how our specification compiler
determines that a generated repair algorithm terminates.
The specification compiler constructs a repair dependence
graph hN;Ei to reason about the termination of the repair
algorithm. Nodes in this graph represent conjunctions in
the DNF of the consistency constraints, repair actions, and
model definition rules. One node has a dependence on a
second node if the repair algorithm may be required to
performed the event represented by the first node as a
result of the event represented by the second node, or if the
event represented by the first node may occurs as a result of
the event represented by the second node. For example, we
say that a data structure update depends on the corre-
sponding model repair, because the repair algorithm may
have to perform the data structure update to implement the
model repair. Note that events in an individual repair
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follow paths on the graph. For example, the repair
algorithm decides to repair a conjunction; then it performs
a model repair; then it implements this model repair by
performing the corresponding data structure update, which
may change the scope of model definition rules; and finally
the repair algorithm may perform compensation updates to
counteract these scope changes. This chain of events
corresponds to the paths on the repair dependence graph
that start from the model conjunction.

Edges capture dependences between the consistency
constraints, repair actions, model definition rules, and
choices in the repair process. In particular, an edge may
denote that the repair of a constraint requires a given model
repair, that the implementation of a model repair requires a
given data structure update, that performing a repair action
may affect what objects (or tuples) model definition rules
add to sets (or relations), or that a repair action or change in
a model definition rule’s scope may violate a constraint. The
absence of cycles in the repair dependence graph ensures
that the corresponding repair algorithm will not perform
any infinite repair sequences and therefore terminates.

5.1 Nodes in Role Dependence Graph

The graph contains the following nodes:

. Model conjunction nodes. In disjunctive normal
form, each consistency constraint Ci is of the form

Ci ¼ Qi1; . . . ; Qim

_jmax

j
Cij;

where Qi1; . . .Qim are quantifiers. There is one
node Nij for each conjunction Cij in the model
constraint Ci and an additional node Nij0 , where j0 ¼
jmax þ l for each quantifier Qil in the consistency
constraint.

. Model repair nodes. For each atomic propositionCijk
in each conjunctionCij, there is a set of nodes

S
lfAijklg

corresponding to the model repair actions that the
repair algorithm may use to repair that atomic
proposition. There are also two model repair nodes
Ar for each set and relation, one to model insertions
and the other removals.

. Data structure update nodes. There is a set of data
structure update nodes

S
mfRijklmg for each model

repair node Aijkl in the graph. These update nodes
represent the concrete data structure updates that
implement the repair. There is also a similar set of
nodes

S
sfRrsg for each model repair node Ar.

. Increase and decrease scope nodes. For each model
definition ruleMw, there is an increase scope node Sw
and a decrease scope node Fw. These nodes represent
the side effects that an update has on the model
definition rules—in particular, that a data structure
update may increase the scope of a model definition
rule (i.e., cause the model definition rule to add a
new object to a set or a new tuple to a relation) or
decrease the scope of a model definition rule (i.e.,
cause the removal of an object from a set or a tuple
from relation).

. Consequence and compensation nodes. For each
model definition rule Mw, there is a pair of rule
consequence nodes CwT and CwF that represent the

consequences of increasing or decreasing the scope
of a given model definition rule. For each model
definition rule, there is a set of compensation update
nodes

S
zfRwzg that represent compensation updates

that may be used to prevent the undesired scope
increase of a model definition rule.

5.2 Edges in the Graph

This section provides only an overview of how the
specification compiler generates the edges in the repair
dependence graph. More details are provided in Demsky’s
thesis [15].

The edges E in the repair dependence graph represent
how the model and data structure repairs may affect other
parts of the model and data structures. The important
dependence chains flow

1. from repaired conjunctions to conjunctions that the
repairs may falsify,

2. from repaired conjunctions to quantifiers whose
scope the repair may increase or decrease,

3. from data structure updates to conjunctions that the
update may falsify, and

4. from data structure updates to quantifiers whose
scope the repair may increase or decrease.

For example, there is an edge hNij; Aijkli 2 E from each
model conjunction node Nij to each abstract repair node
Aijkl that may repair one of the atomic propositions in the
conjunction. There are other edges to capture dependences
between each of the different classes of nodes. The graph
contains edges to model the following dependences:

5.2.1 Model Repair Effects

There must be an edge from a model repair node to a
conjunction node if the model repair may falsify the
conjunction. The compiler uses a procedure that determines
if the repair of a first atomic proposition may falsify a
second atomic proposition (this proposition is taken from
the conjunction that the repair of the first proposition may
falsify).

5.2.2 Data Structure and Compensation Updates

Performing an update changes the concrete data structure.
This change may cause additional increases or decreases in
the scopes of the model definition rules. The repair
dependence graph must contain edges from data structure
update and compensation update nodes that reflect these
changes. The default rule is that updating a field f in the
concrete data structures may either decrease or increase the
scope of any model definition rule that uses f, requiring an
insertion of a corresponding edge in the repair dependence
graph. The algorithm implements exceptions to this rule
(and omits the corresponding edges in these cases) for
initial additions to a set, updates that effect only a single
binding of a model definition rule, and recursive data
structures.

5.2.3 Scope Increases and Decreases

Increases or decreases in the scope of a model definition
rule may change the abstract model. In particular, if the
change in scope of a model definition rule causes an object
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(or tuple) to be added to or removed from a set (or relation),
the resulting change in the model may falsify consistency
constraints that depend on the set (or relation) or cause
additional changes in the scopes of other model definition
rules. The repair dependence graph contains edges that
account for these possibilities.

5.3 Termination

By construction, the edges in the graph capture all of the
repair dependences of the repair algorithm. As a result, the
transitive closure of the edges from a conjunction node
captures all of the possible effects of repairing that model
conjunction. Any infinite repair sequence therefore shows
up as a cycle.

The repair dependence graph must be acyclic with the
exception of cycles that contain scope decrease and
consequence nodes only, cycles that contain scope increase
and consequence nodes only, or cycles that are not reach-
able from the model conjunction nodes. Note that these
cycles do not affect termination as scope decrease cycles
have no work associated with them, scope increase cycles
can only discover as many objects as exist in the heap, and
the actions in unreachable cycles are never used. The repair
algorithm generator may remove model conjunction nodes,
data structure update nodes, and consequence/compensa-
tion update nodes to satisfy these cyclity constraints. The
generated repair algorithm never performs the repair
actions that correspond to the deleted nodes. The final
graph must satisfy the following conditions in order to
ensure that repairs exist for violated constraints: 1) There is
at least one model conjunction node for each constraint in
the model, 2) each abstract repair node has at least one edge
to a data structure update, and 3) each scope increase or
decrease node has at least one edge to a consequence or
compensation update node.

6 EXPERIENCE

We next discuss our experience using our repair tool to
detect and repair inconsistencies in data structures from
several applications: a word processor, a parallel x86
emulator, an air-traffic control system, a Linux file system,
and an interactive game.

6.1 Methodology

We implemented our data structure repair algorithm. This
implementation consists of approximately 20,800 lines of
Java code and C code; the implementation compiles
specifications into C code that performs the consistency
checks and (if necessary) repairs the data structures. The
source code for the tool and sample specifications are
available at http://www.cag.lcs.mit.edu/~bdemsky/
repair. We ran the applications (with the exception of the
parallel x86 emulator) on an IBM ThinkPad X23 with an
866 MHz Pentium III processor, 384 MB of RAM, and
RedHat Linux 8.0.

For each application, we identified important consis-
tency constraints and developed a specification that
captured these constraints. We also obtained a workload
that caused the application to generate corrupt data
structures. When possible, the workload triggered a known

programming error. In other cases, we used fault insertion
to mimic either the effect of a previously corrected
programming error or a common data structure incon-
sistency source. We then compared the results of running a
chosen workload with and without inconsistency detection
and repair.

6.2 AbiWord

AbiWord is a full-featured word processing program
available at www.abisource.com. It consists of over
360,000 lines of C++ code and can import and export many
file formats, including Microsoft Word documents. It uses a
piece table data structure to internally represent documents.
The piece table contains a doubly linked list of the
document fragments. A consistent piece table contains a
reference to both the head and the tail of the doubly linked
list of document fragments. A consistent fragment contains
a reference to the next fragment in the list and a reference to
the previous fragment in the list. Furthermore, a consistent
list of fragments contains both a section fragment and a
paragraph fragment. We developed a specification for the
piece table data structure. Our specification consists of
94 lines, of which 70 contain structure definitions.5

A bug in version 0.9.5 (and all previous versions) of
AbiWord causes AbiWord to attempt to append text to a
piece table which lacks a section fragment or a paragraph
fragment. This bug is triggered by importing certain valid
Microsoft Word documents, causing AbiWord to fail with a
segmentation violation when the user attempts to load the
document. We obtained such a document and used our
system to enhance AbiWord with data structure repair as
described in this paper. Our experimental results show that
data structure repair enables AbiWord to successfully open
and manipulate the document. Further inspection reveals
that loading this document causes AbiWord to attempt to
append text to an (inconsistent) empty fragment list. Our
repair algorithm detects the attempt to append text to the
empty list and repairs the inconsistency by adding a section
fragment and a paragraph fragment, breaking any cycles in
the fragment list, connecting the fragments using their next
fields, pointing the prev field of each fragment to the
previous fragment, and redirecting the head pointer to the
beginning of the list and the tail pointer to the end of the
list. The result of this repair is that AbiWord is able to
successfully append the text to the list and continue on to
read and edit Word documents without the loss of any
information. Without repair, AbiWord fails as it attempts to
read in the document.

6.3 Parallel x86 Emulator

The parallel x86 emulator is a software-based x86 emulator
that runs x86 binaries on the MIT RAW machine [50]. The
x86 emulator uses a tree data structure to cache translations
of the x86 code. To efficiently manage the size of the cache,
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extraction tool that uses debugging information in the executable to
automatically generate the structure definitions. This tool works for any
program that can be compiled with Dwarf-2 debugging information. For
AbiWord, we used this tool to automatically generate all of the data
structure definitions. The total specification effort for this application
therefore consisted of 24 lines of model definition rules and model
constraints.



the emulator maintains a variable that stores the current
size of the cache. A bug in the tree insertion method,
however, causes (under some conditions) the cache man-
agement code to add the size of the inserted cache item to
this variable twice. When this item is removed, its size is
subtracted only once. The net result of inserting and
removing such an item is that the computed size of the
cache becomes increasingly larger than the actual size of the
cache. The end result is that the emulator eventually crashes
when it attempts to remove items from an empty cache.

We developed a specification that ensures that the
computed size of the cache is correct. Our specification
consists of 110 lines, of which 90 contain structure
definitions. Our test workload ran gzip on the x86 emulator.
Without repair, the emulator stops with a failed assertion.
With repair, the emulator successfully executes gzip.

6.4 CTAS

The Center-TRACON Automation System (CTAS) is a
set of air-traffic control tools developed at the NASA
Ames research center [1]. The system is designed to help
air traffic controllers visualize and manage complex air
traffic flows. The current source code consists of more
than 1 million lines of C and C++ code. Versions of this
source code are deployed in the continental United States
and are in daily use. CTAS maintains data structures that
store aircraft data. Our experiments focus on the objects that
store the flight plans. These flight plan objects contain both
an origin and destination airport identifier. The software
uses these identifiers as indices into an array of airport data
structures. Flight plans are transmitted to CTAS as a long
character string. The structure of this string is somewhat
complicated, and parsing the flight plan string is a
challenging activity.

Our fault insertion methodology attempts to mimic
errors in the flight plan processing that produce illegal
values in the flight plan data structures. When the program
uses these illegal values to access the array of airport data,
the array access is out of bounds, which typically leads to
the program failing because of an addressing error. Our
specification captures the constraint that the flight plan
indices must be within the bounds of the airport data array.
The specification itself consists of 101 lines, of which 84 lines
contain structure definitions. The primary challenge in
developing this specification was reverse engineering the
source to develop an understanding of the data structures.
Once we understood the data structures, developing the
specification was straightforward.

We used a recorded midday radar feed from the Dallas-
Ft. Worth center as a workload. Without repair, CTAS fails
because of an addressing exception. With repair, it con-
tinues to execute in a largely acceptable state. Specifically,
the effect of the repair is to potentially change the origin or
destination airport of the aircraft with the faulty flight plan.
Even with this change, continued operation is clearly a
better alternative than failing. First, one of the primary
purposes of the system, visualizing aircraft flow, is
unaffected by the repair. Second, only the origin or
destination airport of the plane whose flight plan triggered
the error is affected. All other aircraft are processed with no
errors at all.

Rebooting CTAS after a crash is an inadequate solution.
After a reboot, CTAS takes several minutes to reacquire
flight plans and radar data. Furthermore, there are many
classes of errors which rebooting does not solve: The system
will reacquire the data, reprocess it, and fail again for the
same reason. In particular, CTAS will fail whenever it
reacquires and attempts to process the faulty flight plan.

6.5 Freeciv

Freeciv is an interactive, multiplayer game available at
www.freeciv.org. The Freeciv server maintains a map of the
game world. Each tile in this map has a terrain value chosen
from a set of legal terrain values. Additionally, cities may be
placed on the tiles. Our fault injection strategy changes the
terrain values in pseudorandomly selected tiles 35 times
during the execution of the program. There are two possible
errors: illegal terrain values or cities located on an ocean tile
instead of a land tile. Our repair algorithm repairs these
kinds of errors by assigning a legal terrain value to any tile
with an illegal value and by assigning a land terrain value
to any ocean tiles containing a city. The specification
consists of 191 lines, of which 173 lines contain structure
definitions. The principal challenge in developing this
specification was reverse engineering the Freeciv source
(which consists of 73,000 lines of C code) to develop an
understanding of the data structures. Once we understood
the data structures, developing the specification was
straightforward.

Freeciv comes with a built-in test mode in which several
automated players play against each other. Our workload
simply runs the program in this built-in test mode. The map
was configured to contain 4,000 tiles. With repair, the game
was able to execute without failing (although the game
played out differently than the corresponding error-free
execution because of changed terrain values). Without
repair, the game crashed with a segmentation fault caused
by indexing an array with an illegal terrain value.

6.6 A Linux File System

Our Linux file system application implements a simplified
version of the Linux ext2 file system. This file system is
similar to the one presented in the example, but includes
more aspects of the Linux ext2 file system and more
consistency properties. The file system, like other Unix file
systems, contains bitmaps that identify free and used disk
blocks. The file system uses these disk blocks to support fast
disk block and inode allocation operations. For our
experiments we used a file system with 1,024 disk blocks.
Our consistency specification contains 108 lines, of which
55 lines contain structure definitions. Because the structure
of such file systems is widely documented in the literature,
it was relatively easy for us to develop the specification. In
general, we have found that developing specifications is a
straightforward task once one understands the relevant
data structures.

Our fault insertion mechanism for this application
simulates the effect of a system crash: It shuts down the
file system (potentially in the middle of an operation that
requires several disk writes), then discards the cached state.
Our workload opens and writes several files, closes the files,
then reopens the files to verify that the data was written
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correctly. To apply our fault insertion strategy to this
workload, we crash the system part of the way through
writing the files, then rerun the workload. The second run
of the workload overwrites the partially written files and
then verifies the writes by reading the contents of the files
and comparing them to the previous writes.

In all of our tested cases, the algorithm is able to repair
the file system and the workload correctly runs to
completion. Without repair, files end up sharing inodes
and disk blocks and the file contents are incorrect. In
addition to repairing the errors introduced by our failure
insertion strategy, our tool is also able to allocate and
rebuild the blocks containing the inode and block allocation
bitmaps, allocate a new inode table block, and allocate a
new inode for the root directory. The repair algorithm is
limited in that if the entries describing aspects of basic file
system format (such as the size of the blocks) become
corrupted, the tool may fail to correctly repair the file
system.

6.7 Performance

To evaluate the performance of our consistency check and
repair algorithm, we computed two numbers: 1) the mean
time required to perform a consistency check for a
consistent data structure, and 2) the mean time required
to perform the consistency check and the repair for an
inconsistent data structure (rendered inconsistent via fault
injection). Table 1 presents the mean consistency check
times (over 10 trials) for the different applications and the
mean consistency check and repair times. In general, the
check and repair times are dominated by the model
construction overhead. The check and repair times therefore
correlate with the number of times the repair process
rebuilds the model. For AbiWord, the mean number of
times that the repair algorithm rebuilds the model is 10, for
CTAS the mean is 3, for the file system the mean is 119.2,
while for Freeciv the mean is 4.6. The number of times the
model is rebuilt is, in turn, correlated with the number of
data structure updates that the repair algorithm performs.
The mean number of updates is 7 for AbiWord, 1 for CTAS,
59.1 for the file system, and 1.8 for Freeciv. As these
numbers show, the fault injection strategy for the file
system produces faults that require substantially more data
structure updates to repair.

6.8 Discussion

Our experience indicates that data structure repair can
enable a large class of applications to recover from
otherwise fatal data structure inconsistencies. However,
there are applications for which data structure repair may
be undesirable. For example, data structure repair is likely

to be inappropriate for numerical calculations that must be

absolutely correct and for which the results are not urgently

needed. The following factors determine whether or not

data structure repair may be appropriate:

. High cost of halting. The alternative to data structure
repair is typically to halt the system. For many
applications, halting can result in large financial
losses or even the loss of human life.

. Lack of better options. Some systems can recover
from failures by rebooting or by falling back on a
backup implementation. When these options exist,
they may be preferable to data structure repair.
However, in some circumstances an error in persis-
tent state or a repeatedly activated fault may cause
the system to always crash during or immediately
after a reboot. Backup implementations can be
prohibitively expensive to develop, and may suffer
from the same defects as the primary implementa-
tion. In these situations, data structure repair may be
the most desirable option.

. Acceptable repair actions. In our benchmark appli-
cations, the generated repair actions all resulted in
acceptable changes to the data structures. Other
repair actions may not be acceptable: for example,
repairing a file system by reformatting the disk is
likely to be unacceptable to most users.

. Humans in the loop. Even if a repair action may
seem unacceptable (routing a plane to a different
airport), the presence of humans in the loop may
make the repair action acceptable. Often, human
operators may be able to correct small errors in the
data (especially if the system provides automated
support to locate possibly incorrect data), but may be
unable to function without the software system.

. Well understood consistency properties. Our
benchmark applications all had easily understood
consistency properties. It may difficult to develop
consistency specifications for legacy applications
that manipulate poorly understood data structures.

. Simple consistency properties. Our system is
unable to automatically generate repair algorithms
for some consistency properties. For example, if the
developer specifies a complex system of equations
that must be satisfied, our compiler will fail to
generate a repair algorithm. As a result, the devel-
oper will either have to leave out such properties or
not use data structure repair.

7 RELATED WORK

We survey related work in software error detection [14],

[26], traditional error recovery, manual data structure

repair, and databases.
Reboot [30], potentially augmented with checkpointing

[56], is one approach to error recovery. In the reboot

approach, the user simply reboots a crashed or corrupted

software system. This returns the system to a known

consistent state, the initial state. One drawback of this

approach is that all of the volatile state in the software

system is lost. Database systems use a combination of
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logging and replay to avoid the state loss normally
associated with rolling back to a previous checkpoint [23].
There has recently been renewed interest in applying many
of these classical techniques in new computational environ-
ments such as Internet services [40] and in extending these
techniques to reboot a minimal set of components rather
than the complete system [10].

Software fault tolerance researchers have developed
many methods to address software failures. Recovery
blocks [7] allow a developer to provide multiple imple-
mentations of a given algorithm and an acceptance test for
these implementations. The system executes the first
implementation and then performs the acceptance test. If
the test passes, the system continues execution. If the test
fails, the system repeats the computation using the second
implementation followed by the acceptance check. If the
acceptance check still fails, the system tries each of the
remaining alternate implementations until either the accep-
tance test passes or the system runs out of implementations
in which case it simply fails. This technique requires the
developer to expend the effort to develop multiple im-
plementations of a given algorithm and an acceptance test
for the recovery block. Furthermore, the recovery block
technique may fail if the algorithms share a common defect
or if there is an error in the acceptance test. Data structure
repair is largely orthogonal to this work. However, our
consistency specifications could be used as an acceptance
test and the recovery block could fall back to data structure
repair instead of aborting.

Backward recovery uses a combination of checkpointing
and acceptance testing (or error detection) to prevent a
software system from entering an incorrect state [56], [41],
[13], [55]. Unfortunately, it can be difficult to handle
external actions, such as vending money from an ATM, in
this framework. Forward recovery uses multiple copies of a
computation to recovery from transient errors [29]. At
various points during the execution, the system compares
the results between the copies. If a difference is detected,
the system starts up another copy of the computation to
verify which copy is correct while continuing to execute the
copies. After the verification computation completes, the
incorrect copies are terminated. Both of these recovery
mechanisms are largely orthogonal to data structure repair;
they are designed to handle transient faults. These methods
cannot recover from deterministic faults as the computation
will either fail repeatedly in the case of backward recovery,
or all copies of the computation will fail in the same way in
the case of forward recovery. Data structure repair may be
able to address deterministic faults that corrupt data
structures.

In N-version programming, the developer constructs a
software system out of multiple, independent implementa-
tions and a decision algorithm to decide which result to use
in the event of a disagreement [8]. N-version programming
can address data structure corruption errors. However,
N-version programming may be prohibitively expensive. It
requires multiple implementations, which must be inde-
pendent enough to not share failure modes but similar
enough to be comparable. Furthermore, the different
versions may still be vulnerable to common mode failures.

Self-checking software is a general term that refers to
software that verifies certain aspects of its own correct
execution [54]. These aspects include the function of a
process, the control sequence of a process, and the data of a
process. The software may then take corrective action to
recover from detected failures. Data structure repair can be
used as a technique to construct self-checking software.

The Lucent 5ESS telephone switch [27], [25], [32], [24]
and IBM MVS operating system [39] use inconsistency
detection and repair to recover from software failures.
Both of these systems contain a set of manually coded
procedures that periodically inspect their data structures
to find and repair inconsistencies. The reported results
indicate an order of magnitude increase in the reliability
of the system [23].

Fsck [5], chkdsk [3], and scandisk detect and repair
inconsistencies in file systems. These hand-coded applica-
tions use domain-specific repairs, such as replicating any
blocks that are shared between files. As a result of these
domain-specific repair actions, the hand-coded file system
repair utilities may preserve more information than our
automatically-generated repair algorithms. While our
automatically-generated repair algorithms do not currently
perform these domain-specific repair actions, some of these
repair actions may be general enough that future versions of
repair system might include them. Finally, the hand-coded
repair algorithms have the potential to be more efficient.
The developers of hand-coded repair algorithms may be
able to incorporate domain specific optimizations (such as
checking certain constraints directly on the data structures)
into these repair algorithms. While we have not performed
any experiments that compare the performance of our
automatically generated repair algorithms to hand-coded
repair algorithms, we expect that developers can more
easily optimize hand-coded repair algorithms. However,
testing and debugging hand-coded repair algorithms may
be more challenging—various implementations of file
system repair utilities have contained serious errors [4], [2].

Researchers have developed several specific linked data
structures, including linked lists and trees, that contain
redundancy to enable detecting and repairing errors [47],
[48], [49], [46], [33]. One downside of this approach is that
the developer must manually design the data structures,
develop extra code to maintain the redundant links, and
code error detection and recovery routines.

Researchers in the area of self-stabilizing algorithms
have developed specific distributed algorithms that even-
tually converge to a stable state in spite of perturbations
[19], [20]. Our research goal differs in that 1) we aim to
provide a general-purpose, specification-based inconsis-
tency detection and repair technology for arbitrary data
structures (as opposed to designing individual algorithms
with desirable constraints), and 2) we are willing to accept
potentially degraded behavior as the price of obtaining this
generality. In some cases, however, our data structure
repair algorithm may make the global program behave in a
self-stabilizing way.

Researchers have incorporated constraint mechanisms
into programming languages. One such system is Kaleido-
scope [36]. Kaleidoscope allows the developer to specify
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constraints that the system should maintain. The developer
is intended to write programs using a hybrid of imperative
style programming and constraints where appropriate.
Another example of a constraint maintenance system as a
programming abstraction is Alphonse [28]. Rule-based
programming [38], [35] is a related technique in which the
developer defines a test condition and an action to take in
response.

Database researchers have developed integrity manage-
ment systems that enforce database consistency constraints.
These systems typically operate at the level of the tuples
and relations in the database, not the lower-level data
structures that the database uses to implement this
abstraction. One approach is to provide a system that
assists the developer in creating a set of production rules
that maintain the integrity of a database [12]. This approach
has been extended to enable the system to automatically
generate both the triggering components and the repair
actions [11]. Researchers have also developed a database
repair system that enforces Horn clause constraints and
schema constraints (which can constrain a relation to be a
function) [51]. Our system supports a broader class of
constraints—logical formulas instead of Horn clauses. It
also supports constraints that relate the value of a field to an
expression involving the size of a set or the size of an image
of an object under a relation. Finally, it uses partition
information to improve the precision of the termination
analysis, enabling the verification of termination for a wider
class of constraint systems.

Some journaling or log-structured file systems are
always consistent on the disk, eliminating the possibility
of file system corruption caused by a system crash [44].
Repair remains valuable even for these systems in that it
can enable the system to recover from file system corruption
caused by other sources such as software errors or
hardware damage.

In our previous research, we have developed a specifica-
tion-based repair system that uses external constraints to
explicitly translate the model repairs to the concrete data
structures [16], [17]. The primary disadvantage of this

approach in comparison with the approach presented in
this paper is a potential lack of repair effectiveness—there is
no guarantee that the external constraints correctly imple-
ment the model repairs and, therefore, no guarantee that the
concrete data structures will be consistent after repair.

8 CONCLUSION

Data structure repair can be an effective technique for
enabling programs to recover from data structure damage
to continue to execute successfully. A developer using our
model-based approach specifies how to translate the
concrete data structures into an abstract model, then uses
the sets and relations in the model to state key data
structure consistency constraints. Our automatically gener-
ated repair algorithm finds and repairs any data structures
that violate these properties. The key results in this paper
include a technique for analyzing the model definition rules
to translate model repairs into data structure updates and
the use of the repair dependence graph to formulate and
solve the repair termination analysis problem. Our experi-
ence indicates that goal-directed data structure repair can
effectively repair otherwise crippling data structure incon-
sistency errors and enable systems to continue to execute.
This approach promises to substantially reduce the devel-
opment costs and increase the effectiveness of data
structure repair, enabling its application to a wider range
of software systems.

APPENDIX

See Fig. 11, Fig. 12, Fig. 13, and Fig. 14.
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Fig. 14. Consistency constraint language.
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